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1 Introduction

The fourth industrial revolution, or Industry 4.0, pro-
pelled by advancements in cyber-physical systems, artifi-
cial intelligence (AI), big data, and the Internet of Things, 
demands innovative methodologies to evaluate the impacts 
of these technologies on society and industry (Boas et al., 
2005; Jazdi, 2014; Warner & Wäger, 2019). Industry 4.0 
integrates highly adaptable robotic systems and energy-ef-
ficient solutions to boost sustainability in manufacturing, 
thereby aiding environmental protection. This industrial 
paradigm holds significant potential for sustainable trans-
formation through green production, smart digitization, 
and a commitment to environmental stewardship (Wang et 

al., 2017; Jena et al., 2019; Rocca et al., 2020; Dinu 2024). 
Research on energy efficiency in robotics has utilized 

multiple innovative approaches to reduce energy con-
sumption, from more efficient algorithms to energy-saving 
hardware design, among other things (Carabin et al., 2017; 
Wang et al., 2017; Ghungrad et al., 2023). Digital trans-
formation, epitomized by Industry 4.0, acts as a disrup-
tive force in small and medium manufacturing enterprises, 
enhancing organizational agility, improving competitive-
ness, and driving industry wide change. This transforma-
tion encourages the adoption of technologies that enhance 
the energy efficiency and technological sophistication of 
manufacturing processes through robotics. Such changes 
promote sustainability and innovation, positioning SMEs 
for competitive advantages in a rapidly evolving industrial 
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landscape (Ghobakhloo, 2020; Roblek et al., 2021; Philbin 
et al., 2022). 

Text mining, a branch of AI, analyzes texts extensively, 
in order to extract valuable insights, often from unstruc-
tured text found in project documents, emails and social 
media posts, among other sources. This accelerates project 
management objectives and boosts digital strategies by 
providing deep insights into topics, while also tackling the 
challenges of traditional decision support systems amid 
increasing amounts of textual data, converting natural lan-
guage into actionable insights and managing information 
overload efficiently (Froelich & Ananyan, 2008; Gajzler, 
2010; Khan, 2018; Vasiliev & Goryachev, 2022). 

Text mining has been shown to be a topic of interest for 
research in the field of information systems. Unstructured 
data accounts for 80 percent of today’s data due to Web 
2.0 and social media, particularly when manual analysis 
of these documents is too time consuming to be a worth-
while consideration. Text mining goes beyond information 
retrieval, aiming to discover relationships between texts, 
as well as create new information. Text mining covers sev-
eral topics, all of which can help discover knowledge that 
would otherwise remain hidden or hard to find (Babu et al., 
2014; Debortoli et al., 2016; Firoozeh et al., 2020). 

One way to mine text is to use Automatic Term Extrac-
tion (ATE). Initially relying on handcrafted rules and NLP 
tools, ATE systems progressed to incorporate statistical 
measures and, later, hybrid approaches combining linguis-
tic and statistical information. The latest advancements in 
ATE leverage neural techniques, particularly Transform-
er-based models, which offer automatic feature deduction 
and domain independence. These neural systems either 
utilize embedding representations for classification or fine-
tune pretrained language models through transfer learning. 
Throughout this evolution, the core ATE process has re-
mained consistent: extracting candidate terms and then 
determining their validity (Tran et al., 2023). 

The goal of this article is to test a new open-source 
state-of-the-art (SOTA) natural language processing (NLP) 
model for ATE (henceforth referred to as keyphrase ex-
traction), in order to do text mining and potentially reveal 
dominant research themes. Another goal is to construct a 
network that can be used to quickly retrieve relevant key-
phrases and scientific articles related to energy efficiency 
within the field of systems and control, computer science 
and robotics. The results of the current study could guide 
future research and implementation strategies in a manner 
that prioritizes sustainability and societal well-being. Such 
a system could help scientists, engineers, managers in in-
dustry and policy makers, in cases when information needs 
to be retrieved as efficiently as possible for the purpose of 
quick decision making. 

2 Method

2.1 Data retrieval (arXiv) 

The arXiv preprint repository, initiated by physicist 
Paul Ginsparg in the early 1990s, has expanded from its 
origins in physics to include numerous disciplines, such 
as computer science and robotics (cs.RO). It serves as a 
platform for open access articles, accessible prior to peer 
review, and is supported by institutions like Cornell Uni-
versity and the Simons Foundation. The structured taxono-
my of arXiv aids in the efficient organization and retrieval 
of over 1.5 million scientific article preprints uploaded to 
arXiv since 1991 until the end of 2024, approximately 0.5 
million of these being in computer science and physics. It 
supports researchers in exploring a vast array of scholarly 
work and presents an intriguing prospect for benchmark-
ing next-generation machine learning models (Clement et 
al., 2019; Rosenbloom, 2019; arXiv, 2024; Bagchi et al., 
2024). 

Also, several authors have found that authors that pub-
lish arXiv preprints receive more citations in the long run 
and is regarded as a contemporary counterpart to the con-
ventional practice of manuscript sharing among peers for 
swift dissemination of findings (Davis & Fromerth, 2006; 
Moed, 2006; Sutton & Gong, 2017; Ferrer-Sapena et al., 
2018; Bagchi et al., 2024). While arXiv e-print prevalence 
in computer science varies widely; it exceeds 60 percent in 
theoretical computer science and machine learning, but re-
mains minimal in other areas, though generally on the rise. 
In addition, 23 percent of all papers in 2017, on the topic 
of computer science, were published on arXiv, compared 
to only 1 percent in 2007 (Sutton & Gong, 2017). 

For the purpose of this study, which is to test the use-
fulness of current AI solutions for creating networks of 
related keyphrases on the topic of energy efficiency and 
as a means of retrieving scientific preprints related those 
keyphrases, the categories cs.RO (computer science and 
robotics), cs.SY (Systems and Control) and eess.SY (Sys-
tems and Control) were selected for web scraping (see Ta-
ble 1).

The category cs.RO is the most direct and obvious 
choice, as energy efficiency and robotics are being re-
searched. The category cs.SY and eess.SY were also 
scraped, as they are fields critical for robotics, CPS, and 
energy-related systems. They deal with the analysis, de-
sign, and optimization of control systems, which are essen-
tial for making robots and CPS operate effectively (arXiv, 
2024). 

For scraping purposes, pandas, xml.etree.Element-
Tree, io, and requests libraries were used. The http request 
used the following boolean query: “cs.SY” OR “eess.SY” 
OR “cs.RO” AND “energy efficiency”. Http requests were 

http://cs.RO
http://cs.RO
http://cs.SY
http://eess.SY
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http://cs.SY
http://eess.SY
http://cs.SY
http://eess.SY
http://cs.RO
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made until no new data was being returned. Each request 
returned an XML file, from which information of interest 
was extracted into a Pandas DataFrame. For the purpose 
of the study, the column ‘abstracts’ in the DataFrame was 
used to test the open-source SOTA NLP model, where key-
phrases were extracted from each row of the column. 

2.2 Data processing (Hugging Face AI 
Model) 

A neural network model, employing the Transformer 
architecture, was utilized in this study. First introduced 
by Google in 2017, the Transformer has become a dom-
inant architecture in natural language processing (NLP). 
It underpins several prominent commercial large language 
models (LLMs), including GPT-4, Claude, and Gemini. 
Additionally, open-source models developed by organiza-
tions such as GitHub, Google, Microsoft, Hugging Face, 
Facebook, and Salesforce, have also significantly contrib-
uted to this architecture and related open-source machine 
learning platforms (Gauci et al., 2018; Kochhar et al., 
2021; Naveed et al., 2024). 

The Transformer architecture surpasses convolutional 
and recurrent neural networks in language understanding 
and generation tasks. It scales effectively with both data 
and model size, facilitates efficient parallel training, offers 
multimodal representations, and has the ability of self-at-
tention. The Transformers Python library, developed by 
Hugging Face, provides robust implementations suitable 
for both research and production environments. It includes 
comprehensive tools for tokenization, fine-tuning, and 
deployment, and offers compatibility with PyTorch and 

Table 1: Subcategories of cs.RO, eess.SY / cs.SY 

Category Sub-categories and Focus Areas 

Robotics (cs.RO) 
This includes autonomous vehicles, commercial robotics and applications, kinematics / dynamics, 
manipulators, interfaces, propulsion, sensors, workspace organization (arXiv, 2024; Association for 
Computing Machinery, 2012) 

Systems Engineering 

(eess.SY/cs.SY) 

This includes automatic control systems, using robotics, reinforcement learning, sensor networks, cy-
ber-physical and energy systems, among others. 

The category cs.SY is an alias for eess.SY (arXiv, 2024) 

Source: Author’s work

TensorFlow. Additionally, the library’s Model Hub hosts 
an extensive array of pretrained models, enhancing ac-
cessibility to advanced NLP technologies and promoting 
community collaboration (M. Chen et al., 2019; Shin & 
Narihira, 2021; Yang et al., 2021; Bengesi et al., 2023). 

Keyphrase extraction automates the extraction of rep-
resentative phrases from documents, enhancing digital in-
formation systems with applications in semantic indexing, 
search, clustering, and classification. Keyphrases consist 
of multiple words, and serve a variety of purposes, such 
as identifying representative phrases from a document that 
succinctly summarize its content (Papagiannopoulou & 
Tsoumakas, 2019). 

Keyphrase extraction tools, such as those found on 
Hugging Face, leverage deep learning techniques to pin-
point critical phrases in scientific documents. However, 
their capabilities are often confined to English-language 
documents and may falter in other linguistic or contextual 
settings, as is the case with keyphrase-extraction-kbir-in-
spec. Keyphrases are typically categorized as either ex-
tractive, derived directly from the text of the document, or 
abstractive, which, although not explicitly present in the 
document, effectively summarize its content. 

For this study, the keyphrase-extraction-kbir-inspec 
model, developed by the ML6team and available on Hug-
ging Face, was selected due to its state-of-the-art (SOTA) 
status. This extractive model is based on the Transformers 
architecture, finetuned on the Inspec dataset and demon-
strates proficiency in extracting key phrases from scientific 
paper abstracts, achieving an F1 score of 62 percent on 
the Inspec dataset (Kulkarni et al., 2022; ML6Team, 2024; 
Zhu et al., 2024). 

http://cs.RO
http://eess.SY
http://cs.SY
http://cs.RO
http://eess.SY/cs.SY
http://cs.SY
http://eess.SY
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A Google Scholar search, using the keyword “key-
phrase-extraction-kbir-inspec”, yields 5 results showing 
that the tool has previously been used in research papers, 
since its release in March 2022 (ML6Team, 2024), to aid 
in the development of a hierarchical model for unraveling 
conspiracy theories (Melnick, 2024; Zhu et al., 2024), the 
development of the keyphrase extraction portion of a re-
search project aimed at making scientific texts easier to un-
derstand for non-expert readers (Engelmann et al., 2023), 
finding NLP papers by asking multi-hop questions (Li & 
Takano, 2022), as well as a master’s thesis on the automat-
ed selection of credible health information online (Bayani, 
2024).  

For this study, an array of Python libraries were uti-
lized, including transformers, torch, sklearn, os, accelerate, 
re, concurrent.futures, psutil, pandas, nltk, gc, collections, 
ast, itertools, and matplotlib to facilitate tasks related to the 
Hugging Face model. Additionally, two custom modules 
were imported to enhance multiprocessing capabilities and 
streamline data cleaning. The code was run locally using 
an Nvidia Geforce 3070. Using Python, articles retrieved 
from the arXiv dataset underwent preprocessing. 

First duplicates were removed, then each row in the 
’abstract’ column was processed to convert strings to low-
ercase and remove special characters. Stopwords were not 
removed, in order to make the text as close to the original 
as possible. The keyphrase extraction tool was then applied 

to extract keyphrases from each row. Subsequently, these 
keyphrases were lemmatized to reduce variations and de-
crease the complexity of the resultant networks. Finally, 
50 example abstracts were selected and rated on how well 
the keyphrase extraction method determined keywords, in 
order to give a qualitative perspective on the resulting net-
work. 

The frequency of each keyword across all texts was 
computed, followed by the creation of tuples representing 
edges within a network graph, each tuple (edge) linking 
two keyphrases (nodes). Network graphs, which depict 
entities and their interconnections, can model diverse sys-
tems—from neuronal pathways to transportation networks 
(MATLAB, 2024). Analysis focused on the network’s 
structure, specifically the number of edges and nodes. Ad-
ditionally, a subnetwork was selected for detailed analysis 
to demonstrate what such an information retrieval system 
can do (see Figure 1 and Figure 2). 

To visualize the data, the Python libraries collections, 
os, pandas, itertools, networkx, and matplotlib.pyplot were 
employed. Networks were designed to display up to ten 
edges per keyphrase to maintain clarity and prevent visual 
clutter in the representations. Such visualization can be 
used for many purposes, such as for networks of authors 
and publications across different academic fields (Kwon, 
2022). 

Figure 1: The initial keyphrase selected for traversing the network (“deep reinforcement learn.”)
Source: Author’s work
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Figure 2: 10 edges of the keyphrases (node) “cyber physical system”, expanding the network from Figure 1
Source: Author’s work

3 Results and discussion 

From a dataset of 1,092 articles retrieved from arX-
iv, 654 were found to be unique after merging the csRO, 
csSY, and eessSY dataframes and subsequently removing 
duplicates. The keyphrase extraction tool yielded 6,437 
unique keyphrases, averaging approximately 10 keyphras-

es per abstract. An analysis of the Excel files for the cate-
gories csSY and eessSY revealed that csSY comprised of 
449 preprints. Of these, 383 were also classified as eessSY 
preprints, which is the same number as there were eessSY 
preprints altogether. Additionally, there were 52 that were 
both categorized as eessSY and csRO. The category csRO, 
having 258 preprints, constituted about 39% of the total 
preprints. 

Table 2: Keyphrase Frequencies Related to Energy Efficiency 

Note: The top 50 keyphrases are displayed above, each in a tuple showing the keyphrase and the frequency it appears in the abstracts. 
Source: Author’s work

 
(energy efficiency, 191), (reinforcement learn, 27), (deep reinforcement learn, 27), (unmanned aerial vehicle, 22), 
(simulation, 21), (energy consumption, 20), (machine learn, 18), (robustness, 17), (air conditioning, 17), (mobile 
robot, 17), (predictive control, 14), (efficiency, 14), (deep learn, 14), (model, 13), (legged robot, 13), (wireless net-
work, 12), (automate vehicle, 12), (hvac system, 11), (autonomous vehicle, 11), (energy, 10), (sustainability, 10), 
(computational complexity, 10), (neuromorphic hardware, 10), (electric vehicle, 9), (hvac, 9), (occupant comfort, 
9), (system, 9), (trajectory planning, 9), (trajectory optimization, 9), (heating ventilation, 8), (uncertainty, 8), (opti-
mization, 8), (deep neural network, 8), (internet things iot, 8), (model predictive control, 8), (signalize intersection, 
8), (power consumption, 8), (throughput, 8), (controller, 7), (privacy, 7), (fpga, 7), (security, 7), (simulation result, 
7), (spectral efficiency, 7), (iot, 7), (cellular network, 7), (cost function, 7), (control, 7), (autonomous drive, 7), 
(locomotion, 7)
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Two-word phrases were found to be the most frequent 
across a wide variety of datasets. This pattern is consistent 
not only in scientific domains but also in business, me-
dia, and bureaucratic contexts (Nomoto, 2022), as well 
as in the corpora analyzed for the purposes of this study 
(see Table 2). Handling multi-word terms, as well as dis-
tinguishing terms from general words, appears to be done 
well by the keyphrase-extraction-kbir-inspec algorithm. 
This allowed for the creation of networks of keyphrases, 
as seen in Figure 1. 

The current study has shown that using the key-
phrase-extraction-kbirinspec model is a reliable method 
for extracting keyphrases. The 50 examples of articles, 
where keyphrases were manually looked at, appeared to 
be of high quality and demonstrated proficiency in extract-
ing keyphrases from abstracts in scientific papers, ignoring 
stopwords and other irrelevant keyphrases from the ab-
stract, leaving only keywords that represented the abstract. 

The high quality could be due to the fact that it was 
fine-tuned on the Inspec dataset, that is on a collection 
of 2,000 expert-annotated computer science papers with 
identified keyphrases, as well as the fact that most of the 
preprints were on the topic of computer science (Kulkarni 
et al., 2022; ML6Team, 2024; Zhu et al., 2024).

As illustrated by comparing Table 2 with Table 3, al-
though keyphrases that appear more frequently in the ab-
stracts tend to have more edges, higher frequency does not 
invariably correlate with a greater number of edges. 

Text mining within the realm of data analytics is in-
creasingly acknowledged as an efficient method for lev-
eraging unstructured textual data. By analyzing data, text 
mining can reveal new knowledge and reveal significant 
patterns and correlations that would otherwise remain ob-
scured (Hassani et al., 2020).  

Table 3: Number of Node Edges for Each Keyphrase 

 
(energy efficiency, 2327), (deep reinforcement learn, 332), (reinforcement learn, 286), (energy consumption, 285), 
(unmanned aerial vehicle, 284), (simulation, 259), (robustness, 229), (machine learn, 221), (mobile robot, 204), (air 
conditioning, 179), (deep learn, 173), (predictive control, 164), (wireless network, 162), (efficiency, 161), (model, 
153), (computational complexity, 146), (energy, 131), (legged robot, 131), (hvac system, 129), (trajectory optimi-
zation, 126), (autonomous vehicle, 124), (automate vehicle, 123), (electric vehicle, 122), (neuromorphic hardware, 
121), (system, 120), (uncertainty, 114), (sustainability, 111), (trajectory planning, 109), (security, 107), (simulation 
result, 105), (signalize intersection, 103), (classification, 103), (optimization, 102), (internet things iot, 100), (occu-
pant comfort, 97), (power consumption, 96), (model predictive control, 95), (throughput, 95), (spectral efficiency, 
95), (convex optimization, 95), (control, 95), (hvac, 94), (controller, 94),, 94), (cellular network, 94), (dynamic 
program, 91), (privacy, 91), (iot, 89), (smart grid, 86), (data transmission, 85)

Note: The top 50 keyphrases with the most edges are shown above, each represented as a tuple with the keyphrase and its associated edge 
count. 
Source: Author’s work

The networks created during this study, as detailed in 
Table 2 and Table 3, demonstrate that text-mining meth-
ods such as keyphrase extraction, using Transformer-based 
architecture, are useful for identifying related keyphrases 
(the nodes and edges of the network). These results show 
that such methods can effectively reduce the amount of 
time required to identify relevant or related keyphrases, as 
opposed to reading through all of the abstracts individually 
and identifying relevant keywords that way. 

Terminology plays a crucial role in specialized knowl-
edge, particularly in its development, representation, and 
communication through language (Leonardi, 2009). As 
such, terminology is useful for managers and employees 
that need a common up-to-date and representative source 
of information about specialized knowledge within their 
company. While the keyphrases found in Table 2 and Table 
3 are likely not representative of the full literature, they 
could be expanded upon by scraping additional scientific 
articles or literature that is representative of the field of 
energy efficiency and are not found on the arXiv website 
(or by looking at other categories on arXiv), eventually 
leading to a more complete collection of keyphrases rele-
vant to improving energy efficiency within a company or 
elsewhere. It should be noted that only the top 50 most 
frequent keyphrases were looked at and that there are 
thousands remaining that could potentially show less re-
searched areas that might be gaining importance, which 
could act as an early warning system. 

The keyword “deep reinforcement learn” from Table 3 
was chosen to traverse the network and find subnetworks. 
As depicted in Figure 1, 10 keyphrases were selected that 
are related to the keyphrase “deep reinforcement learn” 
(out of a total of 332 keyphrases). Among these 10 key-
phrases, “cyber physical system” was selected for further 
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exploration, in order to delve deeper into the network 
structure (see Figure 2). 

Deep learning is an advanced subset of AI and machine 
learning that uses multi-layered neural networks to learn 
directly from raw data. Unlike traditional approaches, it 
automatically discovers patterns without extensive human 
intervention, using multiple processing layers to create in-
creasingly abstract data representations. This allows deep 
learning to handle large datasets efficiently, with its effec-
tiveness typically improving as data volume grows. By 
mimicking the brain’s hierarchical learning process, deep 
learning models excel at solving complex problems across 
various domains, making it a core technology of the Fourth 
Industrial Revolution (Sarker, 2021). Reinforcement 
Learning, on the other hand, is one of three main machine 
learning paradigms, in addition to supervised learning and 
unsupervised learning. In reinforcement learning, agents 
learn optimal behavior through trial-and-error interactions 
with an environment, without requiring labeled data (Al-
Mahamid & Grolinger, 2021). 

Finally, within the “cyber physical system” network, 
the keyword “energy efficient path planning” was chosen 
(see Figure 2), which was a node that has only two prepub-
lications associated with it. According to M. Chen et al. 
(2019), energy-efficient path planning is defined as “given 
a start location, a goal location, and a set of obstacles dis-
tributed in a workspace: find a safe and efficient path for 
the robot”. 

The preprint abstract by Monwar et al. (2018) has the 
nodes “energy efficient path planning” and “cyber physi-
cal system” associated with it; however, it should be noted 
that this preprint no longer has “deep reinforcement learn” 
associated with it. The preprint proposes an energy-effi-
cient path planning algorithm for a swarm of unmanned 
aerial vehicles (UAVs) tasked with inspecting a large geo-
graphical area. The algorithm aims to minimize the overall 
energy consumption of the swarm, taking into account the 
energy required for flying, hovering, and data transmission 
by each individual UAV (see Table 4). 

According to Hambarde & Proença (2023), Informa-
tion Retrieval (IR) “is to identify and retrieve informa-
tion that is related to a user’s query. As multiple records 
may be relevant, the results are often ranked according to 
their relevance score to the user’s query.” The above re-
sults show that using the keyphrase-extraction-kbir-inspec 
model is effective in creating an IR system, where the user 
traverses a network of keyphrases, in order to find articles 
of interest. As seen above, there is no score based on rel-
evance, which is often a part of IR systems (Hambarde & 
Proença, 2023; Jiang et al., 2023); however, the network 
could still be useful to do an exploratory search of arti-
cles, especially when there are already specific keywords 
of interest to search for. This method could complement 
other methods, such as clustering or Retrieval Augmented 
Generation (RAG), which has been shown to be a viable 

way to reduce hallucinations in LLMs (Jiang et al., 2023). 
However, using RAG, instead of (or in addition to) key-
phrase extraction / network creation, could potentially be a 
much more costly alternative, as LLM models, particularly 
bigger ones, typically use A100 or V100 Nvidia graphics 
cards, whereas this study used one consumer Geforce 3070 
card (Samsi et al., 2023). 

Recent advancements in commercial and open-source 
machine learning algorithms have produced model’s adept 
at extracting information pertinent to decision-makers, in 
the current study, for those with expertise in energy effi-
ciency, robotics or systems and control research; however, 
the proposed network of relevant kephrases used for in-
formation retrieval is only a proof-of-concept. There need 
to be several improvements made before the network is 
practical. 

Before starting to improve such a system, one approach 
could involve having several domain experts validate por-
tions of the network and rating the usefulness of such a 
system for their work. If such a network is highly rated, 
then further improvements could be done to the network. 
According to Rosenbloom (2019), arXiv moderates sub-
missions for content appropriateness rather than scientific 
validity; thus, for creating networks with scientific validi-
ty, a collection of published peer-reviewed articles would 
be necessary. 

Nevertheless, the current network could lead to de-
cision-makers discovering a preprint that has undergone 
peer review since its release on arXiv. In addition, other in-
formation could be added to the network for greater detail, 
such as citation count, year of publication etc. 

Future enhancements to the proposed network could 
involve categorizing keyphrases under umbrella terms and 
linking synonyms within the same network. These im-
provements could significantly increase the speed at which 
users could browse technologies or other relevant informa-
tion, enabling instant access to all scientific articles related 
to the selected keyphrases. 

In the future, it would be interesting to look at addi-
tional methodologies, such as clustering or RAG, or even 
more elaborate data wrangling approaches, as they could 
enhance the proposed system, particularly in regards to 
improving article retrieval, as well as provide a compar-
ison to the current network. 

An enhanced version of the current network could 
benefit managers in engineering and other decision-mak-
ing roles by allowing them to spend less time searching 
for pertinent articles and more time analyzing articles 
that contain information related to potentially disruptive 
technologies. In a sense, it could act as an early warning 
system for aforementioned technologies. Additionally, it 
could help them discern connections that might not be im-
mediately apparent. 
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Table 4: Preprint of article that had “cyber physical system” and “energy efficient path planning” in it

Note: Example article and related information that a node can lead to using the proposed information system. 
Source: Author’s work

 Title: Optimized Path Planning for Inspection by Unmanned Aerial Vehicles Swarm with Energy 

Constraints (DOI: 10.1109/GLOCOM.2018.8647342) 

Abstract (snippet): Autonomous inspection of large geographical areas is a central requirement for efficient hazard detection 
and disaster management in future cyber-physical systems such as smart cities. In this regard, exploiting unmanned aerial 
vehicle (UAV) swarms is a promising solution to inspect vast areas efficiently and with low cost. In fact, UAVs can easily fly and 
reach inspection points, record surveillance data, and send this information to a wireless base station (BS). 

Nonetheless, in many cases, such as operations at remote areas, the UAVs cannot be guided directly by the BS in real-time 
to find their path. Moreover, another key challenge of inspection by UAVs is the limited battery capacity. Thus, realizing the 
vision of autonomous inspection via UAVs requires energy-efficient path planning that takes into account the energy con-
straint of each individual UAV... 

The following are keyphrases that were extracted from the above abstract using Hugging Face model (keyphrase-ex-
traction-kbir-inspec): [’autonomous inspection’, ’cyber physical system’, ’data transmission’, ’disaster management’, ’ener-
gy’, ’energy availability constraint’, ’energy efficient inspection’, ’energy efficient path planning’, ’hazard detection’, ’large 
geographical area’, ’limited battery capacity’, ’path planning algorithm’, ’polynomial time’, ’smart city’, ’surveillance data’, 
’unmanned aerial vehicle uav swarm’, ’wireless base station’] 

Also, in the current state, as was already mentioned, 
synonyms are not grouped within the same network, which 
means that it is possible not all relevant preprints related to 
“cyber-physical systems” and “energy efficient path plan-
ning” were identified within the subnetwork in this study. 
Moreover, the list of extracted keyphrases is extensive, 
making it challenging to define a few overarching catego-
ries for all of the keyphrases, though not impossible. Also, 
the network was traversed by starting with the keywords 
“deep reinforcement learn”, which was associated with 
“cyber physical system” but was not associated with “en-
ergy efficient path planning”. As a result, to improve the 
network, a feature could be added that informs the user 
when a keyphrase of interest is no longer associated with 
other keyphrases of interest downstream. 

Such a final version of the network as is mentioned 
above, could help companies save money and be seen as 
environmentally friendly. Energy efficiency improvements 
are crucial for increasing product competitiveness in the 
global market, which can lead to decreased energy-related 
operating costs, increased return on equity, return on as-
sets, return on investment, and return on sales, among oth-
er things (Backlund et al., 2012; Fan et al., 2017; Melnik 
& Ermolaev, 2020; de la Rue du Can et al., 2022; Knuutila 

et al., 2022) 
The European Regional Development Fund and the 

Cohesion Fund were the primary EU funds targeting en-
ergy efficiency in enterprises, allocating €2.4 billion from 
2014-2020. Estimates indicate that saving one unit of ener-
gy was cheaper than purchasing the same amount of elec-
tricity, suggesting that these investments were generally 
efficient (ECA, 2022). 

Backlund et al. (2012) found that energy-intensive 
firms seem to be more successful when it comes to adopt-
ing energy management practices, e.g. an employed energy 
manager and the existence of an energy strategy. However, 
all companies should be thinking of increasing energy effi-
ciency. For example, SMEs represent 99 percent of global 
businesses and 13 percent of world energy consumption. 
Despite barriers like high costs and lack of awareness, 
they have significant potential to improve energy efficien-
cy. Low-cost measures and larger investments in processes 
and energy supply can lead to substantial savings and ben-
efits, contributing to climate change mitigation and sus-
tainable development (Gennitsaris et al., 2023). 

Research indicates that maximum warming from CO2 
emissions occurs about a decade after emission, with ac-
tions to reduce emissions potentially yielding benefits 
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within our lifetimes (Ricke & Caldeira, 2014). The Par-
is Agreement aims to limit global warming to 2°C above 
pre-industrial levels, with probabilistic analysis showing a 
25 percent chance of staying below this threshold if cumu-
lative CO2 emissions are limited to 1,000 Gt CO2 by 2050. 
The chance of staying below the threshold was predicted 
to be 50 percent if we reduce CO2 emissions by 1,440 Gt. 
To get a perspective of what that means, it is important 
to note that 234 Gt CO2 were emitted between 2000 and 
2006 (Meinshausen et al., 2009). Additionally, Smith et al. 
(2018) predicted a 38 percent chance of exceeding the 1.5 
°C threshold in a given month and a 10 percent chance in 
any given year between 2017 to 2021 (Smith et al., 2018). 
The Great Barrier Reef is already experiencing coral die-
off when heat exposure surpasses critical thresholds, and 
by the 2030s, major crops will face extreme heat expo-
sure, threatening food security. Such historical trends and 
future projections underscore the urgent need for robust, 
long-term climate strategies to mitigate ongoing warming 
(Hansen et al., 2006; Gourdji et al., 2013; Hughes et al., 
2018). Overall, these studies amplify the need for quick 
decision making in regards to implementation of technolo-
gies that are energy efficient. 

Text mining, particularly those advanced methods such 
as AI, and IT systems, such as Information Systems, use 
a lot of energy. Overall, the ICT sector’s electricity con-
sumption was estimated to be 4.7 percent of the global to-
tal, contributing approximately 1.7 percent of global CO2 
emissions (National Research Council, 2011; The World 
Bank and ITU, 2024). However, implementing artificial 
intelligence could lower energy consumption and carbon 
emissions by about 8 to 19 percent by 2050. When com-
bined with energy policies and low-carbon power gener-
ation, it could potentially reduce energy consumption by 
40 percent and carbon emissions by 90 percent compared 
to business-as-usual scenarios (Ding et al., 2024). This is 
highly important, as energy efficiency does not only help 
organizations save money, but it also helps fight climate 
change. Climate change poses a significant threat, already 
damaging urban and natural systems and causing global 
economic losses exceeding $500 billion (L. Chen et al., 
2023). Ritchie & Roser (2020) indicated that the energy 
sector accounts for 73.2 percent of all CO2 emissions, with 
industrial energy use contributing 24.2 percent of these 
emissions. Swifter implementation of new energy-efficient 
solutions is crucial for reducing greenhouse gas emissions, 
aligning with the EU’s commitment to combating climate 
change. 

Meeting the Paris Agreement targets is essential to 
limit global warming to less than 2°C above preindustrial 
levels, with an aspirational goal of not exceeding 1.5°C. 
Rapidly adopting these technologies is vital for achieving 
these objectives (Brugger et al., 2021; Dinu et al., 2023; 
Virjan et al., 2023). 

Such an information retrieval system can be useful 

to various kinds of SMEs, particularly in manufacturing 
and logistics, where highly energy intensive process ben-
efit greatly from a Knowledge Management system. KM 
process, such as knowledge acquisition, dissemination, 
and application, significantly contribute to environmental, 
economic, and social sustainability, by increasing green 
innovation and organizational agility, which in turn en-
hance corporate sustainability performance. Overall, KM 
is vital for integrating sustainable strategies across firms, 
supporting both innovation and long-term sustainability 
goals (Abbas & Sağsan, 2019; López-Torres et al., 2019; 
Shahzad et al., 2020; Sharma, Jabbour, & Lopes de Sousa 
Jabbour, 2021). The proposed system in the current study 
could help organizations create a new KM system or add 
to their pre-existing one. As such, further research is need 
to determine the usefulness of such open-source models in 
achieving these goals.

4 Conclusion 

This study demonstrates the effectiveness of keyphrase 
extraction techniques, particularly the keyphrase-ex-
traction-kbir-inspec model, in efficiently and accurately 
categorizing scientific abstracts. The results reveal that 
keyphrase networks, can be valuable in developing infor-
mation retrieval systems, as demonstrated with energy effi-
ciency scientific abstracts. The ability to traverse networks 
of keyphrases can provide decision-makers with rapid ac-
cess to relevant information. 

However, further improvements are necessary to en-
hance the usefulness of such a network. These improve-
ments include incorporating peer-reviewed articles, 
validating the network through domain experts, linking 
synonyms, exploring additional methodologies like clus-
tering and RAG, incorporating broader datasets in other 
arXiv categories or sources other than arXiv to ensure a 
comprehensive representation of the field, among other 
things. 

The study underscores the critical role of energy ef-
ficiency in improving business competitiveness and miti-
gating climate change. Despite their own energy demands, 
the integration of AI and text mining tools could contribute 
significantly to reducing global energy consumption and 
carbon emissions, aligning with broader sustainability 
goals. 
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Odprtokodni Transformer sistem za iskanje informacij v literaturi povezani z energetsko učinkovito robotiko

Ozadje in namen: Uporabili smo strojno učenje po modelu Hugging Face za analizo 654 povzetkov na temo ener-
getske učinkovitosti v sistemih, nadzoru, računalništvu in robotiki.
Metode: V raziskavi so bile izbrane specifične kategorije arXiv, ki so povezane z energetsko učinkovitostjo in za-
jemanjem ter obdelavo povzetkov s sodobnim odprtokodnim Hugging Face keyphrase-extraction-kbir-inspec mo-
delom za ekstrakcijo ključnih besed. Na ta način smo oblikovali povezana omrežja ključnih besed za pridobivanje 
relevantnih znanstvenih predpublikacij.
Rezultati: Rezultati raziskave kažejo, da sodobni odprtokodni modeli strojnega učenja iz nestrukturiranih podatkov 
lahko izvlečejo relevantne informacije o pomembnih temah na še vedno premalo raziskanem področju energetske 
učinkovitosti.
Zaključek: Prikazali smo trenutno stanje in možnosti za nadaljnje raziskovanje informacijskih sistemov za iskanje 
relevantnih informacij, ki lahko služijo odločevalcem kot managerski sistem zgodnjega obveščanja z uporabo sodob-
nih digitalnih tehnologij, ki spodbujajo okoljsko trajnost in izboljšujejo energetsko učinkovitost.

Ključne besede: Energetska učinkovitost, Ekstrakcija ključnih besed, Sistemi zgodnjega obveščanja, Informacijski 
sistem, Semantično omrežje, Transformerji, Industrija 4.0  
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